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What does AI 
encompass? 

How does Google find 
furry robots? 

Mysteries of the 
universe.. WTF is genetic 

programming or 
symbolic regression? 
Why should I care?  

Is Deep Learning 
cool or what? 



What is AI anyway? 



Classification, in 2D 
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Regression, in 1D 
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Regression, in 2D 

How: Polynomials, splines, neural networks, support vector 
machines, Gaussian process models, boosted trees, … [many refs]  



Symbolic Regression (SR) 
(Like regression, but output a symbolic model too) 

Y 

X 

Symbolic model: 
y=50.2 + 9.1 • x  

    + 3.2 • max(0, x2)  

Y 

X 

[e.g. McConaghy 2005;  
McConaghy 2011] 



Example: SR on Circuits 

[McConaghy 2005] 

SR 
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SR Problem Definition, Redux 
• Given (X,y) 

• Find whitebox models 

• That minimize error-complexity tradeoff 



AI Has a Toolbox of Ways to Solve… 

 
•Classification – Fraud detection, spam filtering … 
•Regression – Stock prediction, sensitivity analysis … 
•Whitebox regression – Scientific discovery … 
•Optimization – Airfoil design, circuit simulation … 
•Structural synthesis – Analog synthesis, robotics … 
•Pattern recognition – Face recognition, object recog … 
•System identification – Scientific discovery … 
•Ranking – Web search, ad serving, social discovery … 
•Control – Auto-driving autos, spacecraft trajectories … 
•… 
 



AI Sub-fields 

• machine learning 
• neural networks 
• evolutionary computation 
• fuzzy logic 
• data mining 
• artificial general intelligence 
• pattern recognition 
• .. 
• (nee) nonlinear programming 
• (nee) databases 
• .. 



AI Sub-fields of sub fields 

• machine learning + neural networks 
– recurrent neural networks 
– sparse linear regression 
– deep learning 
– .. 

• evolutionary computation 
– evolutionary programming, evolution strategies 
– genetic algorithms 
– genetic programming 

• .. 



Genetic Programming (GP): 
A branch of a branch of AI 

But a super-cool one.. 



Evolution 

WTF? 









GP for SR 

“A function is a tree” 
f(x) = 4.8*x3 + √x2 

4.8 

√ * 

x2 

+ 

x3 

Searches through the space of trees:  

1. Initial random population; evaluate 

2. Create children from parents via operators; evaluate 

3. Select best; goto 2 
 



GP for SR: Crossover Operator 



SR with Vanilla GP.. And Problems 

[Koza1992] 



SR with Vanilla GP.. And Problems (2) 

[Koza1992] 



CAFFEINE Approach 
CAFFEINE = Canonical form functions in evolution 

Grammar to describe the canonical forms: 
REPVC => VC | REPVC * REPOP | REPOP 

REPOP => REPOP * REPOP | OP_1ARG ( W + 

REPADD ) | OP_2ARG ( 2ARGS ) | ... 3OP, 4OP  

2ARGS => W + REPADD, MAYBEW | MAYBEW, 

W + REPADD 

MAYBEW => W | W + REPADD 

REPADD => W * REPVC | REPADD + REPADD 

OP_2ARG => DIVIDE  |  POW | MAX | ... 

OP_1ARG => INV | LOG10 | ... 

sum of 

products 

… 

sum of 

products 

sum of 

products 

sum of 

products 

Product 

of sums 

Product 

of sums … 

sum of 

products 

product 

of sums 

product 

of sums 

product 

of sums 

product 

of sums 

Search the space with grammatically-constrained GP [Whig1995] 



Benchmarks: 
Experimental Setup 

• High Speed amplifier 

• 13 design variables 

– Vds, Vgs, Ids (operating-point 
driven formulation) 

• orthogonal hypercube 
sampling 

• 243 training samples 

• 243 testing samples 

 



Example: GP for SR on Circuits 

[McConaghy 2005] 



Perf. Target 
% 
error 

Expression 

tr
n 

tst 

ALF 10 10 -10.3 + 7.08e-5 / id1  
  + 1.87 * ln( -1.95e+9 + 1.00e+10 / (vsg1*vsg3) 
                     + 1.42e+9 *(vds2*vsd5) / 
(vsg1*vgs2*vsg5*id2) ) 

fu 10 10 10^( 5.68 - 0.03 * vsg1 / vds2 - 55.43 * id1+ 5.63e-6 / id1 ) 

PM 10 10 90.5 + 190.6 * id1 / vsg1  +  22.2 * id2 / vds2 

voffset 10 10 - 2.00e-3 

SRp 10 10 2.36e+7 + 1.95e+4 * id2 / id1 - 104.69 / id2 + 2.15e+9 * id2  
  + 4.63e+8 * id1 

SRn 10 10 - 5.72e+7 - 2.50e+11 * (id1*id2) / vgs2 + 5.53e+6 * vds2 / 
vgs2  
  + 109.72 / id1 

CAFFEINE models with <10% error 



CAFFEINE Prediction Performance 
Predicts better than several state-of-the-art blackbox regression 
techniques on circuits benchmark suite (and gives whitebox models). 
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What does AI 
encompass? 

How does Google find 
furry robots? 

Conclusion WTF is genetic 
programming or 

symbolic regression? 
Why should I care?  

Is Deep Learning 
cool or what? 


